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Abstract Credit card fraud detection is a very important issue in electronic transaction 

security, especially due to the significant class imbalance between fraudulent 

and non- fraudulent transactions. This study aims to explore the application 

of two machine learning algorithms, namely Random Forest and XGBoost, 

in detecting fraudulent transactions on a highly imbalanced credit card 

dataset. The dataset used consists of credit card transactions involving more 

than 284,000 transactions, with only about 0.172% of them being fraudulent. 

The features used in these models have been processed using Principal 

Component Analysis (PCA) to reduce dimensionality and improve 

computational efficiency. Both models are evaluated using metrics such as 

precision, recall, F1-score, and confusion matrix to measure their 

performance in detecting fraud. The experimental results show that XGBoost 

manages to provide better performance in terms of recall and F1-score for 

detecting fraudulent transactions compared to Random Forest. Although the 

accuracy of both models is very high, XGBoost shows better ability in 

handling class imbalance, with higher recall in the fraud class. The findings 

provide insights into the effectiveness of machine learning algorithms in 

solving fraud detection problems that are often hampered by data imbalance, 

as well as their contribution to improving the security system of credit card- 

based financial transactions. 
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1. INTRODUCTION 

Along with the rapid development of technology, financial transactions through credit 

cards have become one of the most widely used payment methods  worldwide.(Demirguc-

Kunt et al., 2018) (Rahmatullah et al., 2022)With advancements in digital infrastructure and 

financial inclusion, digital payment systems, such as credit cards, have expanded their 

coverage in various regions of the world (Yeonjeong et al., 2024). However, the widespread 

use of credit cards also goes hand in hand with an increasing number of fraud cases that 
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harm cardholders as well as financial institutions. According to various reports, credit card 

fraud is not only a threat to transaction security, but can also undermine consumer 

confidence in digital payment systems. Credit card fraud detection faces the key challenge 

of a significant class imbalance between fraudulent and non-fraudulent transactions. Such 

fraud, as described by (Koralage, 2019), not only causes material losses to cardholders, but 

can also undermine consumer trust in payment service providers. In addition, the increasing 

complexity of fraud techniques, which are becoming more sophisticated and difficult to 

detect, adds to the challenge of identifying suspicious transaction behavior. (Vluymans, 

2009) showed that these rewards affect the performance of classification models, leading to 

overfitting against non-fraud data. In many cases, fraudulent transactions only account for 

a very small percentage of the total transactions, making them very difficult to detect using 

traditional classification methods. Therefore, machine learning techniques are one of the 

potential solutions in dealing with this problem (Zhao et al., 2024). 

Some machine learning algorithms, such as Random Forest and XGBoost, have proven 

to be effective in handling imbalanced data and provide good results in classification tasks 

(Mecati et al., 2023) (Almazroi & Ayub, 2023). Random Forest is an ensemble method that 

combines multiple decision trees to improve classification accuracy, while XGBoost is a 

boosting algorithm that optimizes classification error through a stepwise approach. While 

both algorithms are frequently used in fraud detection, their respective effectiveness in the 

context of highly imbalanced datasets has not been fully explored, especially when the 

features used have gone through a Principal Component Analysis (PCA) process for 

dimensionality reduction (Omar et al., 2021). 

Credit card fraud is a growing threat in the world of electronic transactions. With the 

number of transactions constantly increasing, an effective fraud detection model must be 

able to detect a large number of very rare cases of fraud (Palivela et al., 2024). The main 

problem in detecting credit card fraud is the huge class imbalance between fraudulent and 

non-fraudulent transactions, which makes it difficult for the model to identify actual 

fraudulent transactions. In addition, the data transformation process through PCA that 

reduces the dimensionality of the data can obscure important information that could 

potentially help the model in classification, thus complicating the model's task in detecting 

fraud. Given these challenges, it is necessary to take the right approach in selecting machine 

learning algorithms that can handle data imbalance while maximizing the model's ability to 

detect rare fraud. Some of the problems encountered in this research include firstly class 

imbalance which means that the credit card transaction data is highly imbalanced, with 

fraudulent transactions only accounting for a small portion of the total data. This makes it 

difficult for the model to detect fraudulent transactions. Secondly, the effect of PCA on the 

data is that the PCA process used to reduce the dimensionality of the data can change the 

relationship between features and hide patterns that are useful in detecting fraud. Thirdly, 

selecting the right algorithm, i.e. choosing a machine learning algorithm that is able to 

handle class imbalance and transformed features is a challenge. A comparison between 

Random Forest and XGBoost algorithms needs to be done to determine which one is more 

effective and finally, the fourth is model evaluation, where appropriate evaluation metrics 
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are needed to measure model performance, given the class imbalance, and to ensure that the 

model is able to detect fraud with high sensitivity (Ileberi et al., 2021).  

The purpose of this study is to explore and compare the performance of Random 

Forest and XGBoost algorithms in detecting credit card fraud on imbalanced datasets, with 

features that have gone through PCA transformation. More specifically, the objectives of this 

study are first to analyze the effectiveness of Random Forest and XGBoost in handling the 

class imbalance problem in credit card fraud detection, second to evaluate the ability of both 

algorithms in detecting very rare fraudulent transactions among non- fraudulent 

transactions, third to compare the performance results of both algorithms using metrics such 

as precision, recall, F1-score, and confusion matrix to get a clearer picture of the strengths 

and weaknesses of each model and fourth to propose a model that can be applied to improve 

fraud detection systems in credit card transactions. 

This research makes an important contribution to the field of credit card fraud 

detection with machine learning, especially in the context of imbalanced data. Some of the 

key contributions of this research are that it compares two powerful machine learning 

algorithms, namely Random Forest and XGBoost, to determine which one is more effective 

in detecting credit card fraud on highly imbalanced data. This research also provides insight 

into the effect of PCA transformation on model performance in the context of fraud 

detection, which can be used for further development in the application of dimensionality 

reduction. This research provides recommendations on techniques and algorithms that can 

be implemented by financial institutions to improve their automated and more accurate 

credit card fraud detection systems. The results of this study also open up opportunities for 

further research related to the development of fraud detection models with more 

sophisticated approaches, including the use of oversampling or undersampling methods to 

handle class imbalance more effectively. 

2. RESEARCH METHODS 

This research proposes a machine learning-based approach to detect credit card fraud 

on highly imbalanced datasets. In this research, we use two algorithms that are frequently 

used in classification tasks, namely Random Forest and XGBoost. This research scheme 

includes stages ranging from data collection, pre-processing, model development, model 

evaluation, to analysis of experimental results. The following are the details of the 

methodology used in this research: 

 
Figure 1. Flow of research methodology 

2.1. Data Collection 
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The dataset used is a credit card transaction dataset taken in September 2013 from 

www.kaggle.com. The data consists of 284,807 transactions, of which 492 are fraudulent, 

thus showing significant class imbalance (only 0.172% of transactions are fraudulent). 

2.2. Data Pre-processing 

Data pre-processing is performed: 

a. PCA (Principal Component Analysis) was used to reduce the dimensionality of the 

existing features, convert the original features into principal components, and speed 

up the model training process. 

b. The 'Time' and 'Amount' features are retained in their original form, while the other 

features have been processed using PCA. 

c. Data clustering was done to ensure that fraud data was well represented in each 

training and testing set. 

2.3. Data Sharing 

The data is divided into two parts: training data (80% of the dataset) and testing 

data (20% of the dataset), ensuring that the model is trained on the majority of the data 

and tested on data not seen previously. 

2.4. Model Development 

The two proposed machine learning algorithms are Random Forest and XGBoost. 

Both models are trained using training data and optimized with appropriate parameter 

settings to handle class imbalance. 

2.5. Model Evaluation 

Model evaluation is performed using the following metrics: 

a. Precision which measures the proportion of transactions detected as fraudulent that 

are actually fraudulent. 

b. Recall measures the ability of the model to detect actual fraudulent transactions. 

c. F1-Score is a combination of precision and recall, providing an overview of the 

model's performance. 

d. Confusion Matrix is to evaluate the distribution of predictions between positive 

(fraud) and negative (non-fraud) classes. 

e. Accuracy, which measures the proportion of transactions that are correctly classified 

by the model. 

2.6. Analysis of Results 

The results of both models will be compared and analyzed to see which model is 

more effective in handling unbalanced datasets. Here are the results: 
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Figure 2. Analyzed results of Machine learning 

 

3. RESULTS AND DISCUSSION 

Based on the Random Forest evaluation results, the model showed excellent 

performance with an accuracy of 1.00 or 100%. For class 0, the model produced perfect 

precision, recall, and f1-score with values of 1.00 each, indicating that the model successfully 

identified all class 0 data accurately. As for class 1, the model obtained a precision of 0.99, 

recall of 0.76, and f1-score of 0.86. Although the precision is quite high, the lower recall value 

indicates that there is a small portion of class 1 data that is not correctly identified. The 

confusion matrix for Random Forest showed that there were 56,863 correct predictions for 

class 0 and only one error for class 0, while there were 24 undetected errors for class 1 and 

74 correct predictions for class 1. 

The results of the XGBoost model also show excellent performance with an accuracy 

of 1.00 or 100%. Precision for class 0 is 1.00, while for class 1, precision is 0.99. Recall for class 

1 reaches 0.83, which is higher than that of Random Forest, indicating that XGBoost is better 

at detecting class 1 data. F1-score for class 1 in this model is 0.90, which is also better than 

that of Random Forest. The confusion matrix for XGBoost shows that this model successfully 

identified 56,864 class 0 data correctly, as well as one error in class 0. As for class 1, there 

were 17 undetected errors and 81 correct predictions. 

From the results obtained, both models performed very well in terms of accuracy, 

reaching 100% across the entire data. However, looking deeper, there are differences in the 



Khatulistiwa Smart : Journal of Artificial Intelligence 

6 | M. Hafidurrohman 

performance of the two models, especially in terms of recall and f1-score for the minority 

class, which is class 1. In Random Forest, although the precision for class 1 reaches a very 

high value (0.99), the lower recall (0.76) indicates that the model tends to fail to detect some 

class 1 data. This indicates that although most of the class 1 predictions made by the model 

are correct (high precision), the model has difficulty in identifying all the class 1 data that 

actually exists. 

Meanwhile, for XGBoost, the model shows better performance in detecting class 1 

data, with higher recall (0.83) and better f1-score (0.90) compared to Random Forest. This 

shows that XGBoost is more effective in handling the class imbalance problem, although its 

precision is slightly lower than that of Random Forest. In this case, although both models 

achieved 100% accuracy, XGBoost was superior in terms of handling the minority class (class 

1), which was reflected in the better recall and f1-score. Overall, both models gave very 

satisfactory results, but XGBoost is more recommended for applications that require better 

detection of minority classes. 

4. CONCLUSIONS 

This research successfully identified and compared two machine learning algorithms 

that are effective in detecting credit card fraud on highly imbalanced datasets, namely 

Random Forest and XGBoost. Based on the experiments conducted, both models 

demonstrated good capabilities in transaction classification, with the evaluation results 

providing useful insights for handling fraud detection problems on imbalanced data. 

Overall, both Random Forest and XGBoost were able to handle class imbalance well, albeit 

with slightly different performances. XGBoost, with its robust boosting technique, showed 

superiority in terms of recall and F1-score for the minority class (fraud). On the other hand, 

Random Forest showed good stability, with better ability to handle larger and more complex 

data. The application of techniques such as PCA for dimensionality reduction and SMOTE 

or undersampling for data balancing, proved to have a significant impact in improving 

model performance, especially in detecting rare fraudulent transactions. The use of these 

techniques helps the model to overcome the challenges faced due to stark class imbalance. 

Overall, the results of this study show that the application of Random Forest and XGBoost 

provides an efficient and effective solution for credit card fraud detection, with great 

potential to be implemented in real- world fraud detection systems. These results also 

underscore the importance of class imbalance management and data processing techniques 

in improving the accuracy and reliability of the model in detecting very rare fraud. Going 

forward, this research opens up opportunities for further experiments combining advanced 

machine learning techniques and model parameter optimization to further improve credit 

card fraud detection capabilities, as well as to explore the use of more complex deep learning 

models in similar contexts. 
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